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Abstract Route maintenance protocol has a tradeoff
between the amount of control overhead and the provision
of useful alternative paths. To break through this tradeoff,
we consider a bio-inspired approach based on the natural
phenomena of ant pheromone. The pheromone is accu-
mulated on the shortest path between the nest and the
food, and then diffused into its vicinity over time. Thus,
the ants can find another route along this locally diffused
pheromone when the shortest path in use is blocked. Based
on this local pheromone diffusion and rerouting behavior,
we propose a new route maintenance protocol for mobile
ad hoc networks. First, pheromones (i.e., routing informa-
tion) are locally diffused around the shortest path between
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the source and the destination (i) by overhearing at the one-
hop neighbors from the shortest path and (ii) by sharing
the overheard pheromone information among the one-hop
neighbors. Thereafter, a probabilistic path exploration is
executed within the one-hop region based on the locally dif-
fused pheromone and so useful alternative paths around the
shortest path are discovered. Through intensive simulations,
we verify that the proposed regional route maintenance
protocol outperforms the conventional routing protocols in
terms of disruption frequency, delivery ratio, delay, and
jitter, while reducing the control overhead.

Keywords Routing protocol · Route maintenance ·
Bio-inspired routing · Pheromone diffusion · Mobile ad
hoc network

1 Introduction

Mobile ad hoc networks (MANETs) have a highly dynamic
topology because of node mobility, impairments of wire-
less media, scarce radio resource, limited node energy, and
so on. In such a dynamic environment, the route mainte-
nance protocol, which updates and extends the routing table
of each node during the communication, is very impor-
tant to prevent the disruption of the path currently being
used and provide a better path according to the topology
change. However, gathering the topology information for
route maintenance causes a significant overhead. Therefore,
there exists a tradeoff between the amount of control over-
head and the provision of useful routing path in the route
maintenance protocol [2].

For example of proactive routing protocols, such as
destination-sequenced distance vector (DSDV) [3] and opti-
mized link state routing (OLSR) [4], all nodes in the
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network broadcast their routing table information periodi-
cally. Thus, the routing information is updated continuously
during the communication, but the transmission of control
packets increases in proportion to the number of nodes in
the network. On the other hand, in the case of reactive rout-
ing protocols, such as ad hoc on-demand distance vector
(AODV) [5] and dynamic source routing (DSR) [6], they do
not generate any control packet for route maintenance dur-
ing the communication, but find a route through the flooding
mechanism only when the path being used is broken. There-
fore, there is no overhead before a link failure, but the update
to a better route is impossible during the communication
and also the flooding overhead is much greater in a dynamic
topology that causes frequent link failures.

To overcome such tradeoff issue in the route mainte-
nance, in this paper, we consider a bio-inspired approach
based on the natural phenomena of ant pheromone, i.e.,
accumulation, evaporation, attraction, and diffusion [7, 8].
The pheromone is accumulated along the ants’ moving
paths between their nest and a food. At the same time, the
pheromone is evaporated so that more pheromones remain
on the shorter path. Moreover, the higher concentration of
pheromone attracts more ants so that the majority of the ants
move along the shortest path after a certain period of time.
In addition, the pheromone is chemically diffused around.
So, the pheromones are concentrated on the shortest path
and its surrounding as time goes. Consequently, the ants can
find another route along the diffused pheromones around the
shortest path if the shortest path in use is blocked [9, 10].

The conventional bio-inspired routing protocols have
mainly considered the former three principles of pheromone
(i.e., accumulation, evaporation, and attraction) to find the
shortest path focusing on the route setup process [11].
In addition to these three, in this paper, we consider the
principle of pheromone diffusion focusing on the route
maintenance process. The proposed route maintenance pro-
tocol diffuses the pheromone information1 locally around
the shortest path between the source and the destina-
tion, and then maintains available routing paths within
the pheromone-diffused region. For the pheromone diffu-
sion, the neighbor nodes with one-hop distance from the
shortest path overhear the routing information that is sent
over the shortest path and share it among themselves. For
the route maintenance, a probabilistic path exploration is
executed along the locally diffused pheromone so that use-
ful alternative paths are discovered around the shortest
path. This regional route maintenance concept based on
the local pheromone diffusion can provide useful routing

1The pheromone information is a stochastic value to estimate the good-
ness of the route and is inversely proportional to the distance vector.
Its use is a key feature of bio-inspired routing protocols [7].

paths although it does not consider all possible paths in the
network, while significantly reducing the control overhead.

The rest of this paper is organized as follows: Section 2
reviews the related bio-inspired routing protocols based on
the principles of pheromone. Section 3 describes the motiva-
tion of the proposed scheme and shows preliminary results
to validate our hypotheses. Section 4 explains the opera-
tion of the proposed route maintenance protocol in detail.
Section 5 presents the performances of the proposed proto-
col according to the node mobility and the network scale.
Finally, Section 6 concludes this study.

2 Related bio-inspired routing protocols

On the basis of the natural phenomena of ant pheromone,
a number of different bio-inspired routing protocols have
been proposed [11–25]. Initial routing protocols have been
developed under the assumption of static topology in
wired networks. A representative routing protocol is AntNet
[12], which has first applied the basic three principles of
pheromone to the packet switched data networks in order
to find a shortest path between the source and the destina-
tion. On the basis of this AntNet protocol, several enhanced
protocols have been proposed by modifying the behavior
of ant packets, in order to (i) reduce the path setup time
[13], (ii) avoid the formation of routing loop [14], (iii) pre-
vent the stagnation of pheromone [15], or (iv) guarantee the
quality of service (QoS) of traffic [16]. In these routing pro-
tocols, the alternative routing paths between the source and
the destination are naturally formed by the exploration of
ant packets, which is proportional to the amount of accu-
mulated pheromone in general or is totally random in some
cases. Namely, these works did not consider a separate
route maintenance protocol because they assumed a wired
network with less dynamics.

Needs of route maintenance protocols have been raised
in wireless networks with more dynamic topology (e.g.,
MANET). To find alternative paths, some protocols use
so-called uniform ants that wander through the network
choosing each next hop according to a uniform distribu-
tion [17, 19]. The use of the uniform ants provides var-
ious route information without significant overhead in a
dynamic topology, but often offers inefficient alternative
paths because the uniform ants randomly explore the net-
work. To solve this inefficiency, the reactive approach like
AODV has been applied to the bio-inspired routing proto-
cols [20, 22]. In such protocols, ant flooding occurs only
when existing routing information is out of date or the
QoS requirement of the path being used cannot be satisfied
anymore. This ant flooding can find another shortest path,
but may induce a considerable flooding overhead and the
service disruption during the period of flooding.
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As a hybrid protocol, the representative bio-inspired rout-
ing protocol is AntHocNet, which has first introduced a
concept of pheromone diffusion for the route maintenance
[23, 25]. For the pheromone diffusion, AntHocNet uses a
similar process of DSDV. That is, all the nodes in the net-
work periodically broadcast hello messages containing the
pheromone information. On receiving this hello message,
the adjacent nodes derive a new pheromone for themselves
and further forward it in their own periodic broadcasts. The
pheromone obtained by this pheromone diffusion is called
a virtual pheromone and is managed separately. Based on
this diffused virtual pheromone, AntHocNet finds available
alternative paths for a certain communication session. To
this end, the source node periodically sends out proactive
forward ants toward its destination. The proactive forward
ants probabilistically explore the routes that have emerged
from the virtual pheromone. Once a proactive forward ant
reaches the destination, it is converted into a proactive back-
ward ant that travels back to the source and leaves the
regular pheromone along the path. This regular pheromone
is used to reliably forward data packets. In this way, the
pheromone diffusion offers possible routes and the proac-
tive ants explore these routes to find available alternative
paths between the source and the destination.

However, the pheromone diffusion in AntHocNet may
cause a large overhead when there are many nodes in a
network because all the nodes in the network must peri-
odically transmit hello messages including the pheromone
information. In addition, each hello message should contain
the pheromone information for multiple destinations; thus,
the size of hello message may increase as the network scale
is larger. Further, the proactive ant exploration in AntHoc-
Net may not operate well in a highly dynamic or large-scale
network because its pheromone diffusion basically follows
the bootstrapping algorithm of DSDV. That is, the conver-
gence of pheromone information becomes more difficult as
the node mobility and the number of nodes increase. Conse-
quently, inaccurate pheromone information may be diffused
throughout the network so that the proactive ants may not
find useful alternative paths. In our study, we design a new
route maintenance protocol to overcome these weaknesses
of previous routing protocols.

3 Motivation and pre-verification

The proposed route maintenance protocol is motivated by
a pheromone diffusion and rerouting behavior of real ants
in nature. It is well-known that ants can find the short-
est path between the nest and the food by the principles
of pheromone: accumulation, evaporation, and attraction.
Moreover, it is observed that the accumulated pheromone
is chemically diffused around the shortest path over time.

Fig. 1 Concepts of one-hop neighbor and one-hop region

Thus, if the shortest path being used is blocked by an obsta-
cle, the ants try to find a new alternative path along this
diffused pheromone in the vicinity of the used shortest path
[9, 10]. This pheromone diffusion and rerouting behavior
is so natural that the broken route can be reestablished
promptly and the newly connected path can be near-optimal
because it is found near the previous shortest path.

To realize such a pheromone diffusion and rerouting
behavior of real ants in MANETs, we first adopt a over-
hearing technique based on the broadcast nature of wireless
media. The nodes located in the vicinity of a certain routing
path can overhear some packets transferred back and forth
on that path. These nodes can derive pheromone informa-
tion from those overheard packets without overhead.We call
such overhearing nodes one-hop neighbors2 and define the
network area where the one-hop neighbors exist as one-hop
region, as shown in Fig. 1. That is, the one-hop region covers
all the one-hop neighbors of each intermediate node on the
discovered routing path. Thereafter, additional pheromone
diffusion performs within the one-hop region as the one-
hop neighbors share the overheard pheromone information
with one another. Therefore, the plentiful pheromone infor-
mation are locally diffused around the shortest path between
the source and the destination. Then, available alternative
paths are discovered within this one-hop region so that the
transmitting packets are rerouted to those alternative paths
if the shortest path being used is broken.

To make this concept effective in MANET environments,
we first need to verify two hypotheses as follows:

– There exist one-hop neighbors to offer alternative paths
around the shortest path between the source and the
destination in MANETs.

2Details on how to determine the one-hop neighbors will be explained
in Section 4.2.
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Fig. 2 Verification of two
hypotheses in MANETs: ratio of
one-hop neighbors and
probability that the new shortest
path is found within the one-hop
region according to mobility
level (a, b), communication
range (c, d), and mobility model
(e, f)
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– When the shortest path currently being used is broken,
the next shortest path is found within the one-hop region
with high probability in MANETs.

To verify these two hypotheses, we have performed a pre-
liminary experiment in a general MANET environment.
To this end, the representative statistical mobility mod-
els used for MANET simulations, such as random walk
(RW), random waypoint (RWP), random direction (RD),
and Gauss-Markov (GM) mobility models, are considered
[26, 27]. The random network topology (i.e., uniform node
distribution) is assumed and the communication range of
the nodes is set to δW/

√
N where δ is a weighting factor

to adjust the communication range,3 W is the length of one
side of square network area and N is the number of nodes
in the network [28]. We simply consider one communica-
tion session and select a source node and a destination node
randomly. We experiment to investigate how many one-hop
neighbors exist around the shortest path and how possibly

3In general, δ is set to a value between 1.5 and 2 because too small
δ can cause network partitioning and too large δ can cause more
collisions and interference in the network [28, 29].

the next shortest path is found within the one-hop region
when the current shortest path is broken, according to the
network scale (i.e., the number of nodes in the network),
the mobility level (i.e., the maximum speed of nodes in the
RWP model), the communication range weight (δ), and the
four mobility models.

Figure 2 shows two performance metrics: the ratio of
one-hop neighbors, which is defined as the ratio of the num-
ber of the one-hop neighbors to the number of nodes on the
current shortest path, and the probability that the new short-
est path is found within the one-hop region when the short-
est path being used is broken. To verify two hypotheses in
various MANET environments, we consider the variations
in the number of nodes in the network (N), RWP maximum
speed, communication range weight (δ), and mobility mod-
els. We use the RWP mobility model, the RWP maximum
speed of 30 m/s, and δ = 2, as default, unless otherwise
noted. The results show that both the ratio and the prob-
ability are not significantly affected by the mobility level
and mobility models, but they are obviously affected by the
communication range. That is, both performances decrease
as δ decreases. Meanwhile, the ratio of one-hop neighbors
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increases but the probability decreases as N increases. As
N increases, the absolute number of one-hop neighbors
increases so that the ratio of one-hop neighbors increases.
However, the relative number of one-hop neighbors to the
total number of nodes (N) decreases, which increases the
probability that the newly discovered shortest path includes
a node that is not the one-hop neighbor.

In summary, the results in Fig. 2 exhibit that there exist
one-hop neighbors to offer alternative paths around the
shortest path, i.e., the ratio of one-hop neighbors is greater
than 2 regardless of the number of nodes, mobility level,
and mobility model when the practical value of δ that ranges
from 1.5 to 2 is employed. Moreover, the probability that the
new shortest path is found within the one-hop region main-
tains a high level greater than 0.8 when δ ≥ 1.5. On the
basis of these two results, our two hypotheses are verified
and our bio-inspired approach can be effectively applied to
the MANET environment.

4 Proposed route maintenance protocol

The proposed route maintenance protocol consists of two
processes: local pheromone diffusion and regional route
maintenance. The local pheromone diffusion process is per-
formed to diffuse the pheromone information around the
shortest path between the source and the destination, which
consists of two subprocesses: the overhearing of exploita-
tion ants and the sharing of overheard pheromone. On the
other hand, the regional route maintenance process is per-
formed to maintain the current shortest path and find useful
alternative paths based on the diffused local pheromones,
which also consists of two subprocesses: the exploitation of
the shortest path and the exploration of alternative paths.

To support these processes, we design two types of ants
as follows:4

– Exploitation ant: This ant is used to exploit the cur-
rent shortest path for the maintenance of shortest path
and also is intended to be overheard by one-hop neigh-
bors around the shortest path for the local pheromone
diffusion. The source periodically generates the for-
ward exploitation ant and this ant moves forward to
the destination along the best direct pheromone. If the
destination receives this forward exploitation ant, it
generates the backward exploitation ant as a response
and this ant goes back to the source along the best direct
pheromone as well. That is, these forward and backward
exploitation ants move back and forth along the short-
est path between the source and the destination. Each
exploitation ant contains the information such as source

4Agent packets used for control in the bio-inspired routing protocols
are often called ant.

address, destination address, sequence number, and the
total cost from the originating node to the current node.

– Exploration ant: This ant is used to explore alternative
paths around the shortest path. The source generates
the forward exploration ant whenever it receives the
backward exploitation ant, and this ant moves forward
to the destination probabilistically in proportion to the
locally diffused pheromone within the one-hop region.
If the destination receives this forward exploration ant,
it generates the backward exploration ant as a response
and this ant goes back to the source exactly along the
reverse of the path through which the forward explo-
ration ant has passed. Each exploration ant contains the
information such as source address, destination address,
sequence number, the total cost from the originating
node to the current node, and the addresses of nodes
through which the forward exploration ant has passed.

Furthermore, we classify the pheromone information
obtained by two processes into two types, as follows:

– Indirect pheromone: This pheromone is formed by the
process of local pheromone diffusion and so provides
indirect possibility to reach the destination. The indirect
pheromone is used by only the exploration ants to find
the alternative paths.

– Direct pheromone: This pheromone is formed by the
process of regional route maintenance. That is, the
direct movement between the source and the des-
tination of the exploitation ants updates the prior
direct pheromone, and also that of the exploration
ants changes the indirect pheromone to the direct
pheromone. Therefore, this direct pheromone secures
the end-to-end transmission between the source and the
destination; thus, it is used to forward data packets and
exploitation ants.

Now we explain the detailed operations of the proposed
route maintenance protocol with respect to (i) routing table
structure, (ii) local pheromone diffusion, (iii) regional route
maintenance, and (iv) link failure and rerouting.

4.1 Routing table structure

Figure 3 shows an example of a routing table for a node that
manages the information for the destination node d in the
proposed protocol. Basically, the routing table records the
multiple-path information for one destination. In addition
to the typical information managed in the existing rout-
ing table, the proposed protocol adds new information such
as update time, pheromone, and type. The role of each
information is as follows:

– Next: It indicates the next node to which the packet can
be forwarded.
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Fig. 3 An example of routing
table in the proposed protocol

Dst Next Cost Seq. Num. Update Time Pheromone Type

d

a 4 10 09:29:45 0.33 Direct

b 6 11 09:30:00 0.28 Direct

c 7 9 09:28:20 0.14 Direct

x 5 n/a 09:29:00 0.21 Indirect

y 9 n/a 09:28:30 0.11 Indirect

z 10 n/a 09:26:15 0.005 Indirect

Selected to

forward the

dataand

exploitation ant

Selected to

forward the

exploration ant

with a high

probability

– Cost: It represents the total cost consumed to trans-
mit a packet to the destination over the next node. The
cost can be defined using various metrics, such as the
number of hops, delay, received signal strength, and
bandwidth [30]. Here, we use the number of hops as a
cost metric.

– Sequence Number: It is used to prevent duplicate
updates from the same agent packet. It is set to the
sequence number contained in the received agent packet
only if the newly received sequence number is greater
than the previously recorded sequence number.

– Update Time: It registers the time when the correspond-
ing routing information is updated.

– Pheromone: It indicates the suitability of the next node
in delivering a packet to the destination. The value of
pheromone is inversely proportional to the cost and
also decreases over time by considering its evapora-
tion. In this study, we define the pheromone τd

ij for the
route from a node i over the next node j to reach the
destination d as

τd
ij =

(
1

cd
ij

)α (
1

tdij

)β

(1)

where cd
ij and tdij denote the cost and the elapsed time

(= current time − update time) for the corresponding
route, respectively, and α ≥ 1 and β ≥ 1 represent the
weighting factors.

– Type: It indicates the type of pheromone and is set to
either indirect or direct. The direct type is changed to
the indirect type if the time of Tdirect has passed since
the update time, and also the row with indirect type
is deleted if the time of Tindirect has passed since the
update time.

As explained, the direct pheromone is used to forward
the data and exploitation ant, and the indirect pheromone
is used to forward the exploration ant. Therefore, for the
example in Fig. 3, the data packet and the exploitation ant
destined for d are forwarded to the next node a because the
pheromone to a is the highest in the direct pheromones. On
the other hand, the exploration ant is likely to be forwarded

to the next node x with a high probability in proportion to
the pheromone values with the indirect type. Details on how
to select the next hop are provided in Section 4.3.

4.2 Local pheromone diffusion

Figure 4 illustrates the operations of local pheromone dif-
fusion. After the initial route setup,5 the direct pheromone
is formed along the shortest path between the source and
the destination, and data packets are transferred along this
direct pheromone. Further, the source periodically generates
a forward exploitation ant and this ant is forwarded to the
destination along the best direct pheromone. When it arrives
at the destination, the destination generates a backward
exploitation ant, and this ant is delivered back to the source
along the best direct pheromone as well. These forward
and backward exploitation ants are periodically exchanged
between the source and the destination along the shortest
path.

As shown in Fig. 4a, every node in the network can over-
hear the forward and backward exploitation ants that move
along a certain shortest path. The nodes that overhear both
the forward and the backward exploitation ants for the same
source-destination (s-d) pair during a predetermined time
Toverhear become the one-hop neighbors of that s-d path.
From the overheard exploitation ants, the one-hop neighbors
can obtain a new routing information for the destination. If
a one-hop neighbor i overhears the backward exploitation
ant from the node j on the shortest path with the desti-
nation d, the total cost of the route from i to d over j ,
cd
ij , is set to the sum of the cost from j to d, cd

j , and the

link cost from i to j , c
j
i

(
i.e., cd

ij = cd
j + c

j
i

)
. Here, cd

j is

obtained from the overheard exploitation ant and c
j
i can be

previously known by hello messages that are periodically
broadcasted to check the availability of local links. Accord-
ingly, the other information about the update time and the
pheromone are determined and the type is set to ‘indirect’
in this case. In this way, the first local pheromone diffusion

5In this study, the same flooding mechanism as AODV is used for the
fast initial route setup.
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(a) (b)

(c) (d)

Fig. 4 Operations of local pheromone diffusion

is achieved by overhearing the exploitation ants. Figure 4b
shows the indirect pheromones diffused by overhearing.6

After the overhearing subprocess, the second local
pheromone diffusion is achieved by sharing the overheard
pheromone information among the one-hop neighbors. As
shown in Fig. 4c, each of one-hop neighbors locally broad-
casts its best pheromone information (i.e., the highest one
among indirect and direct pheromones) for each destina-
tion to share it with the other one-hop neighbors. This
pheromone information can be included in the hello mes-
sage to avoid the transmission of separate control packets.
Further, the hello message can contain multiple pheromone
information at once if a node has overheard from multi-
ple s-d pairs. If a one-hop neighbor i receives this hello
message from the other one-hop neighbor j , it updates the
cost value for the corresponding destination d by using

cd
ij =

(
τd
j

)−1 + c
j
i (like the bootstrapping in DSDV)

where τd
j denotes the highest pheromone value from j to

6It is worth noting that the periodic exchange of forward and backward
exploitation ants can be omitted if the data packets are transmitted
bidirectionally or the end-to-end acknowledgement packets are gener-
ated from the destination, with the inclusion of the total cost value in
their headers like the exploitation ant. In this case, the local pheromone
diffusion is possible without the periodic transmission of exploitation
ants; thus, reducing the overhead.

d included in the received hello message. Note that nor-
mal nodes outside the one-hop region are not involved in
this local pheromone diffusion process. Figure 4d shows the
locally diffused pheromones within the one-hop region after
sharing the overheard pheromone. Such pheromone infor-
mation is set to ‘indirect’ because the overheard or shared
information is be unreliable due to channel error and access
collision. Thus, it provides indirect possibility to reach the
destination.

4.3 Regional route maintenance

Figure 5 illustrates the operations of regional route mainte-
nance, which consists of the exploitation of the shortest path
and the exploration of alternative paths. First, the exploita-
tion of the shortest path aims at maintaining the shortest path
all the time because the cost of links consisting of the cur-
rent shortest path varies with the topology change. To this
end, the source periodically generates the forward exploita-
tion ant and this ant is forwarded to the destination along
the best direct pheromone. If the destination receives the
forward exploitation ant, it generates the backward exploita-
tion ant and also this ant is forwarded back to the source
along the best direct pheromone. Through this periodic
exchange of exploitation ants, the intermediate nodes on the
shortest path can update their routing table to the newest
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(a) (b)

(c) (d)

Fig. 5 Operations of regional route maintenance

information continuously.7 Figure 5a shows the movement
of the exploitation ants between the source and the destina-
tion and Fig. 5b shows the updated direct pheromone on the
shortest path accordingly.

On the other hand, the exploration of alternative paths
aims at finding useful alternative paths around the short-
est path based on the diffused local pheromone. To this
end, the source generates the forward exploration ant when-
ever it receives the backward exploitation ant. This forward
exploration ant is forwarded to the destination by selecting
the next hop probabilistically in proportion to the indirect
pheromones by using the following equation:

P d
in =

(
μd

in

)γ

∑
j∈Nd

i

(
μd

ij

)γ , γ ≥ 1 (2)

where P d
in denotes the probability that node i chooses node

n as the next hop for destination d, μd
ij represents the indi-

rect pheromone value for the route from i over j to reach
d, Nd

i indicates the set of neighbors of i over which an indi-
rect pheromone is known, and γ denotes a parameter value
that can control the exploratory behavior of the ants. Unlike
the exploitation ant, the forward exploration ant records

7Note that the exchange of exploitation ants also plays an important
role for the local pheromone diffusion by overhearing, as described in
Section 4.2.

the address of the intermediate nodes—through which it
arrives at the destination—in its header. If the destination
receives the forward exploration ant, it generates the back-
ward exploration ant and this ant is delivered to the source
exactly along the reverse of the path through which the for-
ward exploration ant has passed. Through this exchange
of exploration ants, the intermediate nodes on that alter-
native path can update their routing table and set the type
to ‘direct’. That is, the indirect pheromones are changed
to the direct pheromones by this end-to-end path explo-
ration. Figure 5c shows the movement of the exploration
ants between the source and the destination and Fig. 5d
shows the direct pheromone formed on the found alternative
paths accordingly.

4.4 Link failure and rerouting

Figure 6a illustrates an example when a link failure occurs
by the movement of a node. If a node detects a link failure,
it deletes the corresponding routing table information and
notifies this link failure to its neighbors again only if it has
no more next-hop information for the corresponding desti-
nation. Otherwise, the node does not need to proceed this
notification because it has another alternative route infor-
mation to reach the destination. Since the proposed route
maintenance protocol has found some alternative paths
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Fig. 6 Operations of link failure and rerouting

beforehand, the data is forwarded to the other route auto-
matically along the next highest direct pheromone in the
case of link failure, as shown in Fig. 6b. In this way, the
seamless rerouting is achieved without the disruption of data
transmission.

4.5 Finite state machine

Figure 7 shows a finite state machine (FSM) representation
of the proposed route maintenance protocol. Each node is
started up in its initial state in which the related parameters
are initialized. Then, it moves to its idle state where it waits
for events to happen. The events take place by the arrival of
packets, such as data, ants, and hello, and the expiration of
timers.

In case of a data packet reception event, the node for-
wards the data to the next hop after the lookup of routing
table if it is an intermediate node. On the other hand, if it is a
destination node, it delivers the data to the application layer.

In case of an ant packet reception event, the routing table
is first updated based on the information of the received ant
packet. Then, the operation is different according to the type
of ant. In case of the forward exploitation ant, the node for-
wards this ant to the next hop if it is an intermediate node;
generates a backward exploitation ant as a response if it is
a destination node; or sets a timer Toverhear if it has over-
heard this ant. In case of the backward exploitation ant, the
node forwards this ant to the next hop if it is an interme-
diate node; generates a forward exploration ant if it is a
source node; or includes the best pheromone information in
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a hello message if it has overheard this ant before the timer
Toverhear expires. In case of the forward exploration ant, the
node forwards this ant to the next hop if it is an intermediate
node, or generates a backward exploration ant as a response
if it is a destination node. In case of the backward explo-
ration ant, the node forwards this ant to the next hop if it is
an intermediate node, or does nothing if it is a source node.

In case of a hello packet reception event, the node updates
the routing table if it is a one-hop neighbor. Otherwise, it
does not update the routing table.

The different timer events are scheduled by the node
itself. Hello timer events are scheduled at regular intervals
during the period that the node is involved in the route
maintenance process. Reception of a hello timer event pro-
vokes the node to send a hello message that includes the
best pheromone information. Exploitation ant timer events
are also scheduled at regular intervals from the moment a
session is started to the end of it. Reception of an exploita-
tion ant timer event leads the node to send out a forward
exploitation ant.

5 Results and discussions

In this section, we first describe the simulation environ-
ments, and then, present the simulation results according to
the variations of node mobility and network scale.

5.1 Simulation environments

For performance evaluation, we used an OPNET simula-
tor with simulation parameters, as summarized in Table 1
[31]. We consider a square network area with a width of
1000 m. The communication range of the nodes is set to
δW/

√
N where δ is a weighting factor and set to 2, W

is the width of the network area and N is the number of
nodes in this network [28]. Nodes move according to the
RWP mobility model [32]. In the RWP model, each node
starts from a randomly chosen position and independently
chooses a random speed between a given minimum and
maximum speed and a random pause time. We use a mini-
mum speed of 0 m/s and vary the maximum speed from 5
to 40 m/s to control the mobility level. The pause time is
chosen randomly between 0 and 30 s. Each experiment has
a duration of 900 s and is repeated 100 times for averaging.
Data traffic is assumed to be unidirectional UDP that does
not require an acknowledgement. 10 unidirectional data ses-
sions are run concurrently between randomly chosen source
and destination nodes [25]. Each session starts randomly
between 0 and 180 s after simulation starts, and all data
sessions run till the end of the simulation. In each session,
the source generates 4 data packets of 64 bytes per second.
Moreover, the hello message and the forward exploitation

Table 1 Simulation parameters

Name Value

Number of nodes (N) 50∼300 (default=100)

Width = Height (W ) 1000 m

Communication range δW/
√

N m (δ = 2)

Mobility model Random waypoint (RWP)

RWP minimum speed 0 m/s

RWP maximum speed 5∼40 m/s (default=30)

Pause interval Random[0,30] s

Simulation time 900 s

Number of simulations 100

Number of data sessions 10

Period of data packet generation 0.25 s

Period of hello message generation 1 s

Period of forward exploitation ant gen. 1 s

Tdirect 2 s

Tindirect 2 s

Toverhear 1 s

Weighting factors α = 2, β = 1

Exploratory parameters γ = 5, β1 = β2 = β3 = 20
for AntHocNet

Size of data packet 64 bytes

Size of exploitation ants 24 bytes

Size of exploration ants 24+4×(# of transmission
hops) bytes

Size of hello message 20+8×(# of overheard s-d
pairs) bytes

ant are generated every second. The weighting factors (α,
β) and the exploratory parameter (γ ) are suitably chosen
through many experiments. Details on how to select these
parameters and the effect of the parameter changes on the
performance are provided in Section 5.4.

For comparison, we consider representative ad hoc rout-
ing algorithms, such as AODV, multipath DSDV (MDSDV),
and AntHocNet. AODV is a representative reactive routing
protocol in MANETs so that most of the existing research
use AODV as a benchmark. DSDV is a representative proac-
tive routing protocol in MANETs. However, the original
DSDV shows a bad performance in a dynamic topology;
thus, we consider its multipath version, MDSDV, in which
nodes construct their routing table to have multiple next-
hop information for each destination [33, 34]. AntHocNet
is a representative bio-inspired hybrid routing algorithm for
MANETs as explained in Section 2. The parameters used
for these competitive protocols are based on [25, 33]. For
fair comparison, we used the same values in Table 1 for
all the overlapped parameters, such as the basic simula-
tion environment variables, the period of generation of all
packets, and the size of all packets transmitted. Besides, the
parameters for the exploratory behavior of the reactive ants,
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proactive ants, and data packet used in AntHocNet, denoted
as β1, β2, and β3, respectively, are all set to 20, as used in
[25].

Here, we consider six different performance metrics as
follows:

1. Number of disruptions: It indicates the number of occa-
sions when there is no next-hop information for the
data packet’s destination in the routing table. This
can mainly be caused by the dissipation of routing or
pheromone information before being updated, or the
disconnection of links due to the movement of nodes.
The data packets can be lost owing to this disruption
because we assume UDP sessions and so the lost data
packet is not allowed to be retransmitted. Thus, the per-
formance of disruption directly affects the performance
of data delivery ratio. The number of disruptions can be
used to not only identify the effects of both node mobil-
ity and network scale but also verify the performance of
data delivery ratio.

2. Data delivery ratio: It is defined as the ratio of the num-
ber of correctly received data packets at the destination
to the number of data packets sent from the source.

3. End-to-end packet delay: It indicates the average time
taken by the data packets which are successfully deliv-
ered from source to destination. Because the delay of
only successfully delivered packets are considered, the
end-to-end packet delay directly indicates how short the
routing path between the source and the destination has
been found.

4. Jitter: It indicates the variation in the time interval
between the arrivals of subsequent packets, and is
defined as

jitter =
∑n

i=2 |(ti − ti−1) − (ti−1 − ti−2)|
n − 2

(3)

where ti is the time of arrival of the i-th packet, and n is
the total number of packets received at the destination
during the communication. Jitter indicates the ability of
the protocol to respond to network disruption smoothly
as an important measure for QoS applications.

5. Overhead in number of packets: It is defined as the ratio
of the total number of control packets transmitted by
all the nodes in the network to the total number of data
packets delivered to their destinations [25]. This indi-
cates the average number of control packets required to
successfully deliver one data packet from the source to
the destination.

6. Overhead in number of bytes: It is defined as the ratio
of the total bytes of control packets transmitted by all
the nodes in the network to the total bytes of data pack-
ets delivered to their destinations. This represents the
average bandwidth required by each node to transmit

the control packets in order to successfully deliver one
data packet from the source to the destination.8

5.2 Performances according to node mobility

The performances according to the mobility level are
intended to verify the adaptivity and the efficiency of the
routing protocol. Figure 8 shows the performances of the
routing protocols according to the maximum speed in the
RWP mobility model when the number of nodes in the net-
work (N ) is 100. In a quite static network with the maximum
speed of 5 m/s, AODV is the best in terms of overhead per-
formances and also close or equivalent to the second best
protocol, AntHocNet, in terms of the other performances.
This is because the flooding operation of AODV is infre-
quent, resulting in low overhead, but it is sufficient for
routing in the static network.

As the mobility increases, the number of disruptions
increases rapidly in AODV but slightly in the others. This
is because only AODV is the single-path routing proto-
col. Next to AODV, a large number of disruptions occur
in MDSDV because it does not operate additional route
maintenance process. AntHocNet and the proposed proto-
col show a relatively smaller level of disruption and the
proposed protocol is better. This implies that the proposed
protocol finds more effective alternative paths than AntHoc-
Net to prepare for a future link failure. The number of
disruptions directly affects the data delivery ratio; thus,
a similar performance aspect is shown. As the mobility
increases, AODV shows much worse performance in the
data delivery ratio, but the proposed protocol shows the best
performance in all mobility ranges.

In terms of the end-to-end packet delay, MDSDV and
AntHocNet have a quite longer delay than the other two
protocols because they construct multiple paths by the peri-
odic propagation of routing or pheromone information and
so this makes it difficult to converge the routing table as
the mobility increases. In AODV, as the mobility increases,
link failures occur more often and the shortest path is re-
established, which has a rather good effect on the end-to-end
delay. On the other hand, the proposed protocol shows a
gradually decreasing and stationary low delay as the mobil-
ity increases because it finds useful alternative paths around
the shortest path and adaptively changes the routing path to
another one that provides a smaller routing cost according
to the topology changes.

The jitter depends on both the end-to-end packet delay
and the packet delivery ratio. Thus, the jitter of the proposed

8Although two overhead merics are closely related, the overhead in
number of packets is important in measuring the medium access con-
trol (MAC) efficiency because it causes MAC layer overhead, and the
overhead in number of bytes is important in measuring the channel
occupancy and the energy consumption of nodes.
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Fig. 8 Performances of routing protocols according to the maximum speed in the RWP mobility model when N = 100: a number of disruptions,
b data delivery ratio, c end-to-end delay, d jitter, e overhead in number of packets, and f overhead in number of bytes

protocol is a quite better than that of the other protocols
because the proposed protocol has a low end-to-end delay
and a high data delivery ratio. AODV shows a higher slope
than the other protocols because its delivery ratio decreases
rapidly as the mobility increases.

In terms of the overhead, AntHocNet has a significantly
high overhead irrespective of the mobility level because all
the nodes in AntHocNet periodically transmit hello mes-
sages for pheromone diffusion and the ant packets are
periodically transferred back and forth between the source
and the destination for route maintenance. Compared with

AntHocNet, the proposed protocol reduces the overhead
because only the one-hop neighbors transmit hello messages
for pheromone diffusion. In comparison with MDSDV, the
proposed protocol has a higher overhead in terms of the
number of packets but a lower overhead in terms of the num-
ber of bytes because MDSDV’s routing table information,
which is periodically transmitted by all the nodes, is fairly
large in size. On the other hand, AODV has no periodically
generated control packets, and thus, its overhead is very low
when the mobility level is low. However, as the mobility
increases, its overhead increases linearly because the high
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mobility induces more frequent link failures and then gen-
erates more route request (RREQ) flooding, which causes a
big overhead.

5.3 Performances according to network scale

The performances according to the network scale are
intended to verify the scalability of the routing proto-
col. Figure 9 shows the performances of routing protocols
according to the number of nodes in the networks (N) when
the maximum speed in the RWP mobility is 30 m/s. As
the number of nodes increases, the more control packets
are transmitted in the routing protocols, such as AODV,
MDSDV and AntHocNet. This increases the probability of

collision for control packets. Moreover, some control pack-
ets, such as route request, route reply, and all ant packets,
should go through more hops to reach their destination as
the network density increases. This causes a longer time
for a node to acquire the routing information, and thus,
late updating of the routing table. That is, such increased
collision and propagation time of control packets make it
difficult for each routing protocol to identify the network
topology accurately; thus, the number of disruptions and
the data delivery ratio deteriorate as the number of nodes
increases. The proposed routing protocol is also affected by
these two factors so that its performance decreases in the
same way as the number of nodes increases. However, such
adverse effects on the proposed protocol are weaker than

Fig. 9 Performances of routing
protocols according to the
number of nodes in network
when the maximum speed in the
RWP mobility is 30 m/s: a
number of disruptions, b data
delivery ratio, c end-to-end
delay, d jitter, e overhead in
number of packets, and f
overhead in number of bytes
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those on the other protocols because the proposed protocol
is required to identify the network topology only within the
one-hop region. Therefore, the performance of the proposed
protocol is enhanced in terms of the number of disruptions
and shows a similar high level in terms of the data delivery
ratio.

The end-to-end delay and jitter in all the protocols
increase as the number of nodes increases because the aver-
age number of transmission hops between the source and the
destination increases. It is noted that in this simulation, the
communication range of the nodes is set to 2W/

√
N with a

fixed value of W , as explained in Section 5.1. Thus, as the
number of nodes (N) increases, the communication range of
the nodes decreases and this eventually increases the num-
ber of transmission hops. MDSDV and AntHocNet show
a relatively longer end-to-end delay because their periodic
propagation of routing or pheromone information increases
the difficulty of identifying the exact topology information
as the number of nodes increases. However, the proposed
protocol shows a low end-to-end delay that has a similar
level as that of AODV and also the lowest jitter because it
has both low delay and high data delivery ratio.

As the number of nodes increases, the overheads in
terms of the number of packets and the number of
bytes increase linearly. The overheads in AntHocNet and
MDSDV increase more rapidly because all the nodes in

these protocols transmit control packets periodically. More-
over, the overheads in AODV increase as the number of
nodes increases because the number of packets transmit-
ted in each RREQ flooding is proportional to the number
of nodes in the network. The proposed protocol has a big-
ger overhead than AODV; however, it shows a more gain
in overhead than AntHocNet and MDSDV as the network
scale increases.

It is noted that in this study, we do not consider a sparse
network with less than 50 nodes in the network. When the
network density is very low, our two hypotheses in Section 3
will no longer be established and the performance of the
proposed protocol may deteriorate. Therefore in this case,
we can use a hybrid approach that selectively employs either
the proposed protocol or a low overhead routing protocol,
such as AODV, according to the network density.

5.4 Performances according to parameter changes

In this subsection, we investigate the effect of the weight-
ing factors (α, β) and the exploratory parameter (γ ) on
the routing performances and present suitable values to be
used for the proposed routing protocol. Although there are
many parameter sets and environment variables to be eval-
uated, we show main results for parameter determination
in the representative environments and consider only four

Fig. 10 Performances of
routing protocols according to
the change of (α, β)-pair when
γ = 5 and N = 100: a data
delivery ratio, b end-to-end
delay, c jitter, and d overhead in
number of packets
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Fig. 11 Performances of routing protocols according to the change of γ when (α, β) = (2, 1) and N = 100: a data delivery ratio, b end-to-end
delay, c jitter, and d overhead in number of packets

performance metrics because the number of disruptions and
the overhead in number of bytes have a similar tendency
to the data delivery ratio and the overhead in number of
packets, respectively.

Figure 10 shows the performances of the routing proto-
cols according to the change of (α, β)-pair when γ = 5,
N = 100, and the RWP maximum speed varies from 10
to 40 m/s. As shown in Eq. 1, the value of pheromone is
inversely proportional to both link cost and elapsed time,
in which α weights the link cost and β weights the elapsed
time. Therefore, when α is greater than β, the pheromone
is affected by the goodness of link rather than the fresh-
ness of link, and vice versa. We consider several sets of
(α, β) to find the proper ratio of α to β, as shown in
Fig. 10. The results show that the performance difference
is not significant according to the parameter change, but
too high value of α or β degrades performance. Clearly,
the overall performance is the best at (α, β)=(2,1). This
means that the proposed routing protocol shows better per-
formance when the link cost is more weighted than the
elapsed time because the pheromone is periodically updated
by ants so that the pheromone evaporation has less impact
on the performances.

Figure 11 shows the performances of the routing proto-
cols according to the change of γ when (α, β) = (2, 1),
N = 100, and the RWP maximum speed varies from 10 to
40 m/s. Here, the (α, β) is set based on the previous result
in Fig. 10. In Eq. 2, γ determines the amount of explo-
ration that the forward exploration ant is allowed to explore
a path toward their destination. When γ is high, the ants
are concentrated on the paths with the best pheromone val-
ues, so that they limit their exploration to paths that have
been indicated to be good by previous ants. On the con-
trary, when γ is low, the ants can also follow paths with
low pheromone. In this way, an alternative path that is bet-
ter than what their pheromone values indicate (e.g., because
of changes in the network or erroneous previous estimates)
can be discovered. We vary the value of γ from 1 to 10,
and also consider the possibility of deterministically follow-
ing the best pheromone, which corresponds to a γ value of
infinity. As γ increases, the performance is improved and
then saturated with constant for all evaluation measures and
mobility levels. The reason is that in the proposed route
maintenance protocol, the task of exploring new good paths
is first performed by the local pheromone diffusion pro-
cess, which presents the good routes through the indirect
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pheromone, and the role of the exploration ants is mainly to
determine whether this indirect pheromone information is
correct. Hence, when forward exploration ants are requested
to do more exploration, the algorithm is less fast to adopt
the best routes indicated by pheromone diffusion, and thus,
is slower to adapt to new network situations. Therefore, it is
beneficial for the proposed routing protocol to set γ greater
than 5.

6 Conclusion

Inspired by a pheromone diffusion and rerouting behavior of
real ants in nature, we proposed the regional route mainte-
nance protocol for MANETs. In this protocol, pheromones
are locally diffused around the shortest path by overhearing
the exploitation ants and sharing the overheard pheromone
among the one-hop neighbors. Based on this locally diffused
pheromone, a probabilistic path exploration is executed by
the exploration ants and then useful alternative paths around
the shortest path are discovered. To embody these opera-
tions, we newly designed two kinds of ants and pheromones.
The exploitation ants maintain the shortest path and enable
the one-hop neighbors to obtain pheromone information by
overhearing, and the exploration ants find useful alterna-
tive paths around the shortest path. Moreover, the indirect
pheromone formed by the local pheromone diffusion pro-
cess provides possible routes to reach the destination, and
the direct pheromone formed by the regional route main-
tenance process provides secure routing paths to transmit
data. The simulation results showed that the proposed proto-
col outperforms the conventional routing protocols in terms
of the number of disruptions, data delivery ratio, end-to-end
delay, and jitter, while effectively reducing the control over-
head, according to the node mobility and the network scale.
It was also revealed that the regional route maintenance
that finds alternative paths around the shortest path is quite
effective, especially in high-mobility and large-scale net-
work environments, although it does not search all possible
alternative paths throughout the entire network. Therefore,
we expect that the proposed regional route maintenance
protocol can be effectively applied to highly dynamic and
large-scale MANET environments in the future.

By expanding the basic idea of one-hop pheromone dif-
fusion, we can also consider a multi-hop (two or more hops)
pheromone diffusion to achieve more reliable routing per-
formance and to operate well in a sparse network. However,
this induces more control overhead; thus, there may exist an
optimal number of hops for pheromone diffusion suitable
to a given MANET environment. We remain this issue for
future work.
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Appendix: Demo video for the proposed route
maintenance protocol

For the sake of clarity, we provides a demo video for an
example operation of the proposed route maintenance pro-
tocol. To see our demo video, please visit the following link:
https://youtu.be/hCkjQDK3QFE.
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